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Transposing a regulation written 1N natural language Into an computable
algorithm raises a set of problems with regards to legal principles, with few
previous studies to help us conceptualize such problems.

These problems notably affect the legal principles of legal certainty,
accountability and contestability, and affects any computable algorithm meant
to enforce a legal provision. By changing the language in which regulations are
to be written from natural to semi-formal or to formal languages some legal
principles may fare better while others may fare worse. In this paper, we describe
the problems that affect the legal principles as a function of the language used
to draft legislation.

TENSION TABLE: Computable laws:

Language, software paradigm and legal principles
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We want to ensure that:

e Laws, written by legislators and intended to be implemented by software are
executed as the law states in writing.

e Different software products replicating the same law have equivalent behavior.

e Software does not have internal bugs that lead to unexpected behavior and
untraceable arbitrary outputs.

e Transparency in the application (correspondence between the legal text, the
output of the program and access to the reasons for the sanctions)

e The design of the software is not left to the interpretation that the programmer
happens to have of the law.

STANDARD 1

A law that intends to be computerized, should be written
both Iin natural language and an isomorphic version in
formal language (the exact specification for the programmer:
Meaning the sole computational logico-mathematical
interpretation). With this, the possibility of different
applications of the same law decreases. Also it gives a solid
basis for formal verification of software.

STANDARD 2

It the program is formally verified through Coq, Agda,
[sabelle or any other proof assistant, we can ensure the
program behaves exactly as instructed and avoid bugs
altogether. Thus, () the program Is an exact representation
of the law and (b) there won't be unexpected behavior
coming from internal software design flaws or bugs
whatsoever.
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